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Task: Time series forecasting
Given the observation of past S time steps, predict the values 

of future T steps.

Motivation
Ø Datasets

Ø (Pre-)Training on a single dataset, leading to suboptimal forecasting 
accuracy and transferability.

Ø One-step generating schema
Ø A customized head is required for each forecasting task, hindering the 

generalizability of the pretrained models.
Ø The temporal dependencies within the predicted series are inevitably 

overlooked, potentially leading to an inferior result.

Can we explore training a single unified forecasting model 
that generalizes well across diverse data scenarios and 

forecasting settings?

Method: Generative Pretrained Hierarchical Transformer

Experiments
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Illustration of the architecture of GPHT

Ø A. Pretraining Dataset
Ø Adopts the channel-independent assumption.
Ø Extend the methodology to the construction 

of the mixed pretraining dataset, treating 
time series originating from various scopes 
as a whole and no extra information is taken 
into account.

Ø The strategy can be therefore seamlessly 
applied to more diverse scenarios where the 
covariate information may be missing and 
the data itself may be synthetic.

Ø B. The Hierarchical Structure
Ø We introduce a token-level multi-stage 

representation learning approach using 
hierarchical transformer blocks, where the 
sampling rate of each block varies.

Ø Can better capture the multi-scale represent-
ation of input series and better discover 
commonalities hidden within mixed datasets 
comprising various data scenarios.

Ø C. The Optimization Target
Ø In pretraining, we formulate the pretraining task as a standard language modeling task, employing a token-wise auto-regressive loss function 

as the optimization target to fully leverage the mixed dataset and better capture temporal dependencies. 
Ø In finetuning, we adopt a parameter-efficient tuning strategy where only the forecasting heads are updated to strike a balance between 

maintaining generalizability and improving performance on a specific dataset.
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