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1. We introduce CrossTimeNet, a cross-domain self-supervised pre-training framework for time series representation learning. Our
methodology emphasizes the discretization of time series data, making cross-domain self-supervised pre-training possible.

2. We utilize a pre-trained language model as the backbone network, replacing the conventional randomly initialized model. This
strategic choice allows us to leverage the extensive knowledge embedded within the language model.

3. We implement a bidirectional masking optimization strategy throughout the self-supervised pre-training phase and conduct
comprehensive experiments across various classification and prediction tasks. The results indicate that CrossTimeNet significantly
enhances the efficacy of time series representation learning, underscoring its potential impact within this field.
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ØTime Series Tokenization
ØEncoding patches

ØQuantizing latent representations

ØReconstructing the time series

ØPre-trained Language 
Model as Encoders

ØMasked Token Prediction

ØDownstream Task Adaptation

u Main results in both classification and forecasting tasks.
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l Crosstimenet achieves SOTA performance in both classification and forecasting tasks.

u Ablation Study

u Case Study

RIB: indicates the use of a pre-trained BERT model as the backbone.
RIT: signifies the use of a randomly initialized BERT model as the backbone.
PTB: denotes the employment of a randomly initialized Transformer model as 
the backbone.

• Pre-training Across Domains • Masked-style PLM

• Attention on Positions

• Forecasting Case

w/o pre-training: integration of cross-domain information leads to slight improvements in performance.
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