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Background
Problem Definition
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Ø LLM Hallucination
• Dynamic (facts changing over time)
• Diverse (torso and tail facts)

Inside Knowledge
in LLM  

External knowledge 
               (KG, Web Page et al)RAG



Background
Main Challenges
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Ø Challenges of Retrieval-Augmented Generation

① Knowledge Indexing: GraphRAG

② Knowledge Retrieve: sparse, dense or hybrid retrieval

③ LLM Reasoning: Chain of –thought (CoT), In-context Learning (ICL)



Methodology
Overall Pipeline
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Methodology
Knowledge Selection
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Routing is a crucial component of RAG systems, especially in real-world QA scenarios. In 
practical applications, RAG systems frequently incorporate multiple data sources.

In response to the specific characteristics of the questions in the CRAG Challenge, we 
designed two specialized routers: the Domain Router and the Dynamism Router.

Domain Router

(SequenceClassifier)
(Llama3-8B-Instruct)

(LORA)

Dynamism Router

(SequenceClassifier)
(Llama3-8B-Instruct)

(LORA)

LLM
Rather than LM

Domain&Dynamic



Methodology
Knowledge Retrieve

State Key Laboratory of Cognitive Intelligence，University of Science and Technology of China

Ø Web Pages Task 3

53



Methodology
Knowledge Retrieval
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Ø Mock APIs
• NER (query)

• LLM
• Plain Text (Not JSON)

• Entity Match (EM)
• Exact Match
• BM25 + Rules

• Time Information Extraction 
• Regex
• pytz + datetime

• API Post-processing
• Json to Markdown

Task 2&3



Methodology
Knowledge Reasoning
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Ø Chain of Thought (CoT)
• Think Step by Step!

Ø In-context Learning
• Few-shot examples (e.g., false

premises)
• Adaptive for different domains

Ø Post-Processing
• Domain&Dynamism Specific
• Reject complex numerical

calculations (I don’t know)

Denoising Reasoning



Experiments
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Components Our choice
HTML Parser Newspaper3K
Embedding Model BAAI/bge-m3
Rerank Model BAAI/bge-m3-v2-reranker
LLM Llama3-70B-Instruct (GPTQ)

Task 2:
Building on Task 1，we concatenate
the references retrieved from HTML 
with those retrieved from the Mock API.

Task 3:
Building on Task 2, we first use BM25 to 
select the 50 most relevant passages, and 
then apply embedding model to narrow 
it down to the 5 most relevant ones.

Experimental Settings



Experiments

Ø Overall Performance
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Experimental Results



Experiments
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Ø Ablation Study for Major Strategies

Experimental Results



Conclusion
Our Perspectives
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The quality of knowledge source is significant
• Traditional QA evaluation often overlooks hallucinations.
• Future focus: Assessing models' cognitive abilities using methods from human 

cognition research.
How to retrieve relevant knowledge as context is the core of RAG 
• Manual rules for API matching may fall short in real-world usage.
• Future focus: Developing universal methods for selecting and calling APIs, 

processing results effectively.
The capacity of LLM can be roughly divided into denosing and reasoning
• Denoising: reducing the noise from numerous context.
• Reasoning: extracting useful knowledge from the limited context.
Teaching the LLM know what they do not know is very important.
• Evaluation of hallucination is very vital.
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